	Data Set: “The Early Childhood Longitudinal Study, Kindergarten Class of 1998-99 (ECLS-K) focuses on children's early school experiences beginning with kindergarten and following children through middle school. The ECLS-K data provide descriptive information on children's status at entry to school, their transition into school, and their progression through 8th grade. The longitudinal nature of the ECLS-K data enables researchers to study how a wide range of family, school, community, and individual factors are associated with school performance.” (from the website description of the data set).


	Theory: Even at the earliest stages of formal education, SES gaps exist in standardized test scores.
Research Question: Are first grade math scores positively correlated with socioeconomic status?
Outcome: MATHS1, an IRT scaled math score from spring first grade
Question Predictor: ZSES, a standardized measure of socioeconomic status


	Post Hole 3—Conduct a z-score transformation by hand from a small data set. 


Math Scores: 58 40 46 44 40 52 43 36 48 53

Please show your work: 
	Raw

	Mean

	Mean Deviation

	Squared Mean Deviation

	Z-Score

	 36

	46

	-10

	100

	-1.47


	40

	46

	-6

	36

	-0.88


	40

	46

	-6

	36

	-0.88


	43

	46

	-3

	9

	-0.44


	44

	46

	-2

	4

	-0.29


	46

	46

	0

	0

	0.00


	48

	46

	2

	4

	0.29


	52

	46

	6

	36

	0.88


	53

	46

	7

	49

	1.03


	58

	46

	12

	144

	1.76


			Sum:  0

	Sum of Sqs: 418

	

	


*
	Please note the mean of the raw distribution:
	46

	Please note the sum of squared mean deviations:
	418

	Please note the variance of the raw distribution:
	(418/9) = 46.44 

	Please note the standard deviation of the raw distribution:
	6.81


	Post Hole 2—Use exploratory data analytic techniques to describe the distribution of a variable. 


Explore MATHS1: (A checklist is good.)
	Spread: As with the last posthole assessment, SPSS and R give (slightly) different results for the percentiles. There a few reasonable methods to calculate percentiles, and SPSS and R use different methods. From an exploratory (i.e., “soft eyes”) perspective, it doesn’t really matter. 

For SPSS: The midspread is 12. The (1.5) whiskers extend to 22 and 70, thus indicating no outliers since our min and max are only 37 and 58, respectively.

For R: The midspread is 10. The (1.5) whiskers extend to 26 and 66, thus indicating no outliers since our min and max are only 37 and 58, respectively.
Location: 45

Shape: Approximately normal. (There are only ten observations, so it’s really hard to tell!)


*
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Library(foreign, po:

Dataset <-
read.spss ("E:/CD140 2010/Data Sets/ECLS/ECLS Posthole 10 Cases.sav”,
use.value.labels=TRUE, max.value.labels=Inf, to.data.frame=TRUE)

Hist (DatasetSMATHS1, scale="frequency”, break:

1ibrary(abind, pos=4)

nunSummary (Dataset[, "MATES1"], statistics=c("mean”, "sd", "quantiles"),
quantiles=c(0,.25,.5,.75,1))

)

‘

Output Window Submi]

> library(foreign, pos=4)

> Dataser <-
read.spss ("E:/CD140 2010/Data Sets/ECLS/ECLS Posthole 10 Cases.sav",
|+ use.value.labels=TRUE, max.value.labels=Inf, to.data.frame=TRUE)

+

v

Hist (DatasetSMATHSI, scal

frequency”, breaks="Sturges”, col="darkgray")

v

library(abind, pos=4)

> nunSunmary (Dataset[, "MATHS1"], statistics=c("mean”, "sd", "quantiles"),
quantiles=c(0,.25,.5,.75,1))

+

mean sa ox 25 sor 75t 100% n
46.3529 6.68102 36.681 41.21475 45.1535 51.243 52.006 10

‘ 3
Messages

[1] NOTE: R Commander Version 1.5-4: Sun Feb 07 23:31:15 2010 .
[2] NOTE: The datasec Dataset has 10 rows and 59 columns.
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	Post Hole 1—Use exploratory data analytic techniques to investigate the relationship between two variables.


Explore MATHS1 vs. ZSES: (A checklist is generally good, but interpret the magnitude with a careful sentence.) 
	(Rcmr has R produce a LOESS line in addition to a regression line. Don’t be afraid. A LOESS line is allowed to be as squiggly as it wants to be as it goes through all the averages, vertically speaking, whereas the regression line is constrained to be perfectly straight. The LOESS line is a good check on the regression line (a linearity check, L in DOLMAS), when there are enough data points to settle down the LOESS line. With only a few data points, the LOESS line is going to get pulled every which way. With only a few data points, you have to see with “soft eyes” and imagine what the relationship would look like if there were 1,0000 (not just 10) data points.)

Direction: Positive; hi is associated with hi, lo with lo.
Outliers: One student with a high SES (about one standard deviation above the mean) has an even higher math score than we would predict (about 58 points when we would predict 52 points).  That 6 point error (or residual) does not seem like a big deal, considering that we are only using SES to predict a test score, so I don’t want to call that student an outlier.  

Linearity: Plausible

Magnitude: 5.8:  If we compare two students who differ in SES by one standard deviation, we predict on average that they will also differ in math scores by 5.8 points, with the higher SES student scoring higher. 

Strength: This is a strong relationship in the sample.  If our worst prediction is only off by 6 points, the data points are snuggling that trend line (vertically speaking, of course).
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use.value.labels=TRUE, max.value.label
Hist (DatasetSMATHS1, scale="frequency”,
1ibrary(abind, pos=4)

quantiles=c(0,.25,.5,.75,1))

scatterplot (MATHS1~2SES, reg.line=lm, smooth=TRUE, labels=FALSE,
boxplots='xy', span=0.5, data=Dataset)

Reglodel.1 <- lm(MATHS1~ZSES, data=Dataset)

summary (Regiodel.1)

‘
Output Window

numSummary (Dataset[, "MATES1"], statistics=c("mean”, "sd", "quantiles"

ca11:
im(formila = MATHSL ~ ZSES, data = Dataset)

Residuals:
Min 10 Median 30 Max
-3.542 -2.207 -1.302 1.456 6.737

Coetficients:
Estimate Std. Error ¢ value Pr(>|tl)

(Intercept)  46.353 1.103 42.027 1.13e-10 **=

2sEs s.816 1.163  5.002 0.00105 **

Signif. codes: 0 'A%’ 0.001 'x' 0.01 '’ 0.05 '.' 0.1 ' ' 1
Residual standard error: 3.488 on & degrees of freedom
Multiple R-squared: 0.7577, Adjusted R-squared: 0.7275
F-statistic: 25.02 on 1 and & DF, p-value: 0.001050

‘
Messages

[1] NOTE: R Commander Version 1.5-4: Sun Feb 07 23:31:15 2010
[2] NOTE: The dataset Dataset has 10 rows and 59 columns.

/"R Graphics: Devic.
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