Unit 19: Road Map (VERBAL)

Nationally Representative Sample of 7,800 8th Graders Surveyed in 1988 (NELS 88).

Outcome Variable (aka Dependent Variable):
READING, a continuous variable, test score, mean = 47 and standard deviation = 9

Predictor Variables (aka Independent Variables):

Question Predictor-
RACE, a polychotomous variable, 1 = Asian, 2 = Latino, 3 = Black and 4 = White

Control Predictors-
HOMEWORK, hours per week, a continuous variable, mean = 6.0 and standard deviation = 4.7
FREELUNCH, a proxy for SES, a dichotomous variable, 1 = Eligible for Free/Reduced Lunch and 0 = Not
ESL, English as a second language, a dichotomous variable, 1 = ESL, 0 = native speaker of English

»Unit 11: What is measurement error, and how does it affect our analyses?
»>Unit 12: What tools can we use to detect assumption violations (e.g., outliers)?

»Unit 13: How do we deal with violations of the linearity and normality assumptions?

»Unit 14: How do we deal with violations of the homoskedasticity assumption?

»Unit 15: What are the correlations among reading, race, ESL, and homework, controlling for SES?
»Unit 16: Is there a relationship between reading and race, controlling for SES, ESL and homework?
»Unit 17: Does the relationship between reading and race vary by levels of SES, ESL or homework?
»Unit 18: What are sensible strategies for building complex statistical models from scratch?

»Unit 19: How do we deal with violations of the independence assumption?
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Unit 19: Road Map (Schematic)
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In-Class Project

Repeated Measures Outcomes: READING88 READING90 READING92
Predictor: RACE (ASIAN, BLACK, LATINO, WHITE)

Fit and interpret a repeated measure ANOVA model:
» We will do this step-by-step together in class.

Fit and interpret this multilevel regression model:

READINGL, = 4, + BWAVEL + SWAVE2, + BASAN + 5BLACK; + SLATINQ
+ B, ASIANXWAVEL + 8 BLACKXWAVEL + LATINOXWA\EL,
+ BASANXWAVE, + B,BLACKXWAVE, + 5 LATINOXWAE2, +&, +U

» We will restructure the data set together step-by-step in class.
» You will dummy code the variables by yourself but with as much help as you need.
» You will fit the model by yourself but with as much help as you need.

» We will interpret the results together step-by-step in class.
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Unit 19: Funky Research Question

Theory: One group reads better than the other because...

Research Question: On average in the population, does Group 1 score higher on the
reading test than Group 07?

Data Set: NELS (National Education Longitudinal Study) (n = 11856)
Variables:
Outcome: (READINGL) IRT Scaled Score on a Standardized Reading Test

Question Predictor: (FUNKYVARIABLE) A dichotomous variable indicating membership
in one of two groups, Group 1 (FUNKYVARIABLE = 1) or Group 0 (FUNKYVARIABLE = 0)

Model: READINGL = 3, + B,FUNKYVARIABLE + ¢

We are going to answer this funkily abstract
research question using the tools that we
“know and love. There is nothing new in this

©

Single Predictor

pavehotomons piciemess | S@CtiON. What makes this research question

| Continuous

| o | S funky is my withholding of the meaning of

| e e UOVAAE, [Ty i il o

| C e can replace in your mind FUNKYVARIABLE

| D Continsous | royeharmaus | oihoromans | With FEMALE'. So, instead of thinking about
| = ®®? i R e wew | Group 1 and Group 0, you can think about

00 000 |5 e [ e vee= | females and males.
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Exploratory Data Analysis
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Answering the Question Using Regression

On average in the population, Funky Group 1 50007

tends to score higher than Funky Group O on the

IRT scaled reading test p < o0
.001. Based on 95% confidence intervals, we
conclude that, in the population, the average 50007

ore for Funky Group 1 (M = 52.0) is between o
3.5 and 4.2|points_higher than the average score g soor]
17}
for Funky Group Oj(M = 48.2) x
40.00-
Model Summary 30.007
R Sg Linear = 0.0
mode Adjusted R Std. Error of
| R R Square Souare the Estimate 20,004
1 20649 042 042 5909323 - ! - - ! -
a. Predictors: (Constant), FUNKYVARIABLE o.00 020 040 060 080 100
FUNKYVARIABLE
ANOVAS
Sum of
Wode| Souares f hMean Sguare F Sig.
1 Regression 43473.909 1 43473.909 A25.TEG .aona
Residual 480169634 11854 82.6a7
Total 1023643544 11855
a. Predictors: {(Canstant), FUMEYYARIABELE
h. Dependent Variahle: READINGL
Coefficients®
Standardized
Lnstandardized Coefficients Coeflicients 95% Confidence Interval for B
hodel EI Std. Errar Beta 1 Sig. Lower Bound | Upper Bound
1 (Constant) 18 .oon 47923 438 336
P——
FURNKYYARIABLE 3830 BT 206 .0on 3507 4157

a. Dependent Variahle: READINGL
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Answering the Question Using t-tests

Group Statistics
Std. Errar
EEN M Mean | Std. Deviation Mean t-test Output
READINGL 0 5028 | 481546 8281049 10885
1 5020 | 51.9844 9.75351 12668
Independent Samples Test
Levene's Test for Equality of
Wariances t-test for Equality of Means
95% Confidence Interval ofthe
Difference
Mean Std. Errar
F Sig. 1 df Sig. (O-tailed) Difference Difference Lowwar Lipper
READINGL  Equal variances 170.159 000 | -22.930 11854 000 -3.82979 16702 416719 ~3.50240
Equal varlances not -22.930 | 11581 459 000 -382879 16702 -415719 -3.50240
Model Summary
mode Adjusted R Std. Error of
| R R Square Souare the Estimate
1 20649 042 042 5909323
a. Predictors: {(Canstant), FUMEYYARIABELE
ANOVAS
Sum of
Wode| Souares f hMean Sguare F Sig.
1 Regression 43473.909 1 43473.909 A25.TEG .aona
Residual 480169634 11854 82.6a7
Total 1023643544 11855
a. Predictors: {(Canstant), FUMEYYARIABELE
h. Dependent Variahle: READINGL
Coefficients®
Standardized
Unstandardized Coefficients Coeflicients 98% Confidence Interval for B
hodel B Std. Errar Beta 1 Sig. Lower Bound | Upper Bound
1 (Constant) 48,1484 18 407. 731 .oon 47,923 48,386
FURNKYYARIABLE 3.830 BT 206 22.930 .0on 3.502 4157

a. Dependent Variahle: READINGL
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Answering the Question Using ANOVA

Tests of Between-Subjects Effects

ANOVA Output

DependentvYarigbleREADIMNGL
Type lll Sum
Source of Sguares df Mean Sguare F Sig.
Corrected Model 434739099 1 43473.809 A25.TEB .0on
Intercept 297ZET 1 2972EY | 359457530 .0on
FUNKYYARIABLE 43473909 1 43473909 a25.TEB .0on
Error Q30169 634 118454 a2.6a7
Total 3.075ET 11856
Corrected Total 1023643544 11855
a. R Sguared = 042 (Adjusted R Sgquared = .04
Model Summary
mode Adjusted R Std. Error of
| R R Square Souare the Estimate
1 20643 042 0432 9.09323
a. Predictors: {(Canstant), FUMEYYARIABELE
ANOVAE
Sum of
Wode| Souares f hMean Sguare F Sig.
1 Regression 434739049 1 43473909 | 525766 .nona
Residual H80169.635 11854 82,687
Total 1023643644 11854
a. Predictors: (Constant), FUMNKYVARIAELE
h. Dependent Variahle: READINGL
Coefficients®
Standardized
Unstandardized Coefficients Coeflicients H95% Confidence Interval for B
Madel =] Std. Errar Beta 1 Sig. Lower Bound | Upper Bound
1 (Constant) 481485 18 407,73 oo 47.923 48.386
FUNEYYARIABLE 3.830 67 206 22,930 000 3.502 41587

a. Dependent Variahle: READINGL
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Important Observations/Reminders

80.00

70.009]

60.00

|
The intercept (aka, constant) is going to play EM
q . . 0 50.00
__| avery important role in things to come. i
Recall that the intercept is the mean of our
40.00-
reference category.
Model Summary 30.007
R Sg Linear = 0.0
mode Adjusted R Std. Error of
| R R Square Souare the Estimate 20,004
1 2062 042 042 8.08323 : : : i :
a. Predictors: (Constant), FUNKYVARIABLE o.00 020 040 060 080 100
FUNKYVARIABLE
ANOVAS
Surm of Note that the F
Wode| Souares f hMean Sguare F Sig. P .
1 Regression 43473.909 1 43473904 25 TER .aopa statistic 1s SImply the
Residual 980169.635 11854 82 87 square of the t
Total 1023643544 | 11855 statistic (in simple
a. Predictors: {(Canstant), FUMEYYARIABELE linear regression).
h. Dependent Variahle: READINGL
Coefficients®
Standardized
Lnstandardized Coefficients Coeflicients 95% Confidence Interval for B
hodel B Std. Error Beta 1 Sig. Lower Bound | Upper Bound
1 (Constant) ' 48.14%5 118 407 731 000 47 923 48.386
FUNEYVARIABLE 3.830 _I 6T 206 22.930 .00n 3807 41487
a. Dependent Variahle: READINGL I </ &
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Thinking More Deeply About the y-Intercept

Model 1:
READINGL = 8, + S,FUNKYVARIABLE + &

The y-intercept is represented by B,, which in turn represents the mean

-
of READINGL when all the predictors have values of zero. What does B, E
represent when there are no predictors in the model? —
—=
—=
Statistics ==
READINGL = {
M Yalid 11856 [
Model O. Missing 0
° Mean a0
= Yariance a5
READINGL = S, + &

When there are no predictors in the model, B, represents the (unconditional) mean of READINGL.
Recall that in the absence of further information, the mean is our best guess for individuals, but we

recognize that the guess is in all probability wrong by a certain amount, so we make sure that we
have an error term in our model, €.

Variance (i.e., the average squared mean deviation) is a measure of how wrong the mean is as a
predictor of individuals.
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Output from Fitting the Unconditional Model (Model 0)

& € Note that SPSS does not
2 allow us to fit unconditional
n" OLS regression models, so |

made this output by hand.

|  Mean READINGL  |—
|
|

BN con
Standard Deviation I
—I Variance I
Model Summary
Adjusted R. ‘ Std. Error of the Sum of Squared ‘
Model R R Squars Square Estimate Mean Deviations
0 L0048 000y G{H}I 9.252.31 I
a. Predictars: (Constant)
ANOVAD
Model Sum of Squares df Mean Square F Sig.
0 Regression 0 0 0 LH 1.009)
Residual 1023643 1185 85.34
Total 1023643 11855 |
a. Predictors: (Constant) I 1
b. Dependent Variable: READINGL
Coefficients?
Standardized
Unstandardized Coefficients Coeflicients 85% Confidence Interval for B
Model B | Std. Error Beta 1 3ig. Lower Bound Upper Bound
0 (Constant) I Eﬂ.ﬂ?tl 06634 BE6. 703 (000 49902 B0.237)

a. Dependent Variable: READING L I
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Output from Fitting the Conditional Model (Model 1)

In this model, we make
predictions of our outcome
conditional on our predictor,
which is status quo for us.

Mean READINGL
Conditional on
FUNKYVARIABLE=0

| Standard Deviation*
| of the Residuals

3 *
Model Summary Variance* of the

Residuals
Mode Adjusted R Std. Error of
| R F Souare Sruare the Estimate
1 205 042 0432 9.08323 Sum. of Squ?lred
a. Predictors: (Constant), FUNKYWVARIABLE Residuals (i.e.,
. Deviations From the
ANOVA . .
Regression Line)
Sum af
Wordel Syuares df Mean Sguare F =in. * Basically
1 Regression 4.3473.9049 1 43473.909 A25 THE none
Residual ' HB016E9.635 11854 a2.687
Total 1023603.544 11855 |
a. Predictors: (Constant), FUNKYVARIABLE I
h. Dependent Wariable: READIMGL
Coefficients®
Standardized
Unstandardized Coefficients Coefficients Q5% Confidence Interval for B
odel B | Std. Error Beta t =1lv Lower Bound | Upper Bound
1 (Constant) 48,165 I 118 407731 000 47923 48,386
FUNEYVARIABLE 3830 | ABT 206 22.930 000 3602 4167

a. Dependent Variahle: READINGL
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Checking Assumptions for Model 1: Searching HI-N-LO

80.00

L4 HeterOSkedaStiCity—We can judge by looking at the right graphs.

. Independence—We cannot judge by looking at any

70.009]

graphs. We need to understand our sample and our variable(s).
50.00
L Normallty—We can judge by looking at the right graphs.

-
o
=
. . 0y 50.00
L Ll nearlty—We can judge by looking at the right graphs. =
[v4
° OutllerS—We can judge by looking at the right graphs. 4000
Model Summary 30.007
R Sg Linear = 0.0
mode Adjusted R Std. Error of
| R R Square Souare the Estimate 20,004
1 20649 042 042 5909323 - ! - - ! -
a. Predictors: (Constant), FUNKYVARIABLE o.00 020 040 060 080 100
FUNKYVARIABLE
ANOVAS
Sum of
Wode| Souares f hMean Sguare F Sig.
1 Regression 43473.909 1 43473.909 A25.TEG .aona .
Residual 980160635 | 11854 82 87 But, what is our
Total 1023643.544 | 11855 variable?
a. Predictors: {(Canstant), FUMEYYARIABELE
h. Dependent Variahle: READINGL
Coefficients®
Standardized
Lnstandardized Coefficients Coeflicients 95% Confidence Interval for B
hodel B Std. Error Beta 1 Sig. Lower Bound | Upper Bound
1 (Constant) 48,1484 18 407. 731 .oon 47,923 48,386
FURNKYYARIABLE 3.830 BT 206 22.930 .0on 3.502 4157

a. Dependent Variahle: READINGL
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Riddle Revealed

Funky Question Predictor: (FUNKYVARIABLE) A dichotomous variable indicating membership
in one of two groups, Group 1 (FUNKYVARIABLE = 1) or Group 0 (FUNKYVARIABLE = 0)

Real Question Predictor: (WAVE) A dichotomous variable indicating the wave in which the
reading test was taken, the baseline test was taken in 1988, the 8t grade, (WAVE = 0) and
the follow-up test was taken in 1990, the 10t grade (WAVE = 1).

We have 11856 observations but only 5928 subjects (with two observations per subject, a
baseline observation and a follow-up observation).

A new (multilevel) way of Our observations are
clustered (in pairs); thus,
our independence
assumption is violated.

80,00 thinking:

Scores Nested in Students

For example, this 2
kid and this kid Students Nested in Classrooms

70,009

are the same kid Classrooms Nested In Schools

s0.007] Schools Nested in Districts

FRAI\IK GORSHIN

Districts Nested in States

50,009

READINGL

Children Nested in Families

- Families Nested in Neighborhoods
' Neighborhoods Nested in Cities

30,00 Babies Nested in Nurseries

R S¢ Lingar = 0.0 Nurseries Nested in Hospitals

20.007 We will learn to handle two
T T . T T T levels at a time:

WAVE “Observations” Nested in “Clusters”
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Independence Schmindependence: Why Care?

Paopulation
n Mean A
5928 45155

(" Between Subjects

F'O{aulation Population Population Significant 5001
Mean B rho sd

51.985 D 9.093 Mot significant 0

Percent Significant 1.000
{+ Within Subjects

n
5928

" Between Subjects

Population Population Population Population Significant 5001
Mean A Viean B o
48.155 51.985 799 9.093 WS e &

Percent Significant 1.000
{* Within Subjects

807 Simulate 5000 | Reset 807 simulate 5000 | Reset
a0 801 =
70 ¢ My - Mg 707 { = My~ Mg
501 Y/ (8059 + (35 - 2 r(sJ(s)m 80 1 v/ [sd(s0 + (5,)(5,) - 2 r(sJ(s)l/n
50 0
404 _ 48.07-35198 40 4 _ 4803 -51.88
30 L/ [(8.86)(3.86) + (9.04)(9.04) - 2(0.03)(8.86)(9.04) ]/ 5928 304 Y/ [(927)(9.27) +(9.32)(9.32) - 2(0.81)(9.27)(9.32) ] / 5928
204 A -3.85
gt 2414 45927 Critical value = 1.96 10 = 5151 dE=3927  Critical value = 1.96
10 !
X : :
| | | |

Mistaking order for
chaos is no way to
go about the
business of truth.

Even when a huge sample size

I Note the Correlations

I I Note the Standard Errors I

http://onlinestat
book.com/stat_si

m/repeated _mea

makes statistical significance a
foregone conclusion, we still

Population
n Iean A

40 48155

" Between Subjects

Population Population Significant 2242
rho sd

Mot significant 2761

F'OFLIlEItiOI’]
IMean B
51.985 D 9.093

Percent Significant 0.448
* Within Subjects

70 | simulate 5000 | Reset
85

50 M, - Me

55 1 t=

s B Y/ (8059 + (8)(s,) - 2 r{s(s))/n
57 g N 47.46-5038

40 =

amd i/ [(R19)8.19) + (.7INE.71) - 2(0.20)(8.19X8.71) ] / 40
0 291 »

e t=p— 140 439 Crifical valie =202

want the right standard errors

sures/index.html q A
S — for our confidence intervals.
Population  Population Population Population Significant 4906
n Mean A Mean B rho sd

40

(" Between Subjects

48.155 51.985 799 9.093 QIOESINIGI CnE T

Percent Significant 0.979
* Within Subjects

75 simulate 5000 | Reset
70
B4 i M, - Mg
B0 t=
ol Y/ (850 + (5,)(5,) - 2 r(s,)(s))n
a0q|E ~ 48205190
45 =
a0 1/ [(0.29)(9.29) + (8.63)(8.63) - 2(0.83)(9.29)(8.65) 1/ 40
36 371 " -

t = 444 daf=39 Critical walue =2.02

|
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One Final Riddle Before We Get Started

Riddle: A class of students takes a midterm exam and a final
exam. The average score on the midterm exam is 78, and
the average score on the final exam is 92. What is the
correlation between the two sets of exam scores? Can you
say exactly? Can you at least say the direction?

Answer: We have no clue! If you are like me, your intuition
is that the correlation must be positive, but it could be
negative. Imagine if all the people who did the worst on the
midterm exam were jarred into working harder (and
smarter), so they ended up doing the best on the final exam.

N Woigang Clovos ot D = In this data set (n = 7), there is a perfect negative correlation
R B Y Bito Berstom Snals Qranns Jlies necons Wndow el between the midterm scores and the final scores. The means
EEE [ &0 = A d EE&E %9 | are different (M = 78 and M = 92), and the standard deviations
[1: Mame Sorastro “isible: 3 of 3 Varisbles also happen to be different (SD = 8.6 and SD = 2.2). But, the

l T Midtermm = correlation does ngt care! | teach the cor:relation coefﬁcignt
1 ‘Sorast.rr.:u. : | a0 00 2500 |~ as the slope coeff1c1ent. from the. regression of a standard]zed
— : outcome on a standardized predictor. When we standardize,
#hﬂm'ﬁo 86.00 90.00 1= we force the means to be zero and the standard deviations to
L 3 |Papageno 82.00 91.00 be one so that we can compare apples to apples. See Unit 4
| 4 |A5trofiammante 78.00 92 .00 for a refresher. Algebraically, a correlation is the average of
’- 5 Pamina 74 00 43 00 the products of the z-scores:
6 |Monostatos 70.00 94.00
K Papagens 56.00 95.00 | 1 & X - >_< Y _? e subtract
| PR - [ T¥] | r — | | and divide
J Data View - Wariahle Wiew - XY - :tv;’a‘)(l’at:‘de
l . .I |SPSS Processoris ready| | | n 1 =1 S)( SY GRS
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Unit 19: Most Basic Research Question

Theory: Students improve their reading skills from the 8t" grade to the 10t grade.

Research Question: On average in the population, do students improve on the reading
test from the 8t grade to the 10t grade? If so, by how much do they improve?

Because this research question is so basic, we have a wide choice of tools: paired samples t-tests,
repeated measures ANOVA, and multilevel regression modeling. We will try all three in order
from simple (and least flexible) to complicated (and most flexible).

Reading Is
Fundamental

www.rif.org

Data Set: NELS (National Education Longitudinal Study) (n = 5928) I
Variables: RP

Outcome: (READINGL) IRT Scaled Scores on a Standardized Reading Test

Question Predictor: From the t-test perspective there is no real predictor, just two (paired)
samples. From the ANOVA perspective there is no real predictor, just a single repeated measures
factor, a sort of fusion of our outcome information and wave information. However, from the
regression perspective, we get to think in terms of outcomes and predictors and apply all our
model building strategies:

(WAVE) A dichotomous variable indicating the wave in which the test was
taken where WAVE = 0 denotes the baseline, 8t grade, 1988 scores and WAVE = 1
denotes the follow-up, 10t grade, 1990 scores.

Regression Model: READI NGIﬁ — :Bo + ﬁLWAVE- +£ +U Notice the ij subscripts
] ] '

I and a second type of error

© Sean Parker EdStatistics.Org Unit 19/Slide 17




Data Set (For Paired Samples t-test and Repeated Measures ANOVA)

.'-?E “Road Map From Nels8f sav [DataSetl] - $pSS Datafator | |li=lseSal | | This data structure is very familiar to us.
File Edit Miew Data Tranzform Analyze Graphs  Lities: Add-ons  Window  Help ROWS represent kidS. We see that the
CHD @ @ »50 # 4% @5 oo || firstkidin our data set has 632790 for
10D 32790 isible: 3 of 3 Varisbles an ID number and scores 51.15 points on
: the 1988 (8t" grade, baseline) readin
] L — SRR AV e = test and 7(0.06g points on the )1990 (1?)th

1 632790 9115 70.06 E grade, follow-up) reading test. Columns

2 673838 50.80 44.16 represent variables. We have an ID
3 673641 59 26 44.79 variable to help us identify kids, and we

4 704247 28.35 3240 have two test-score variables.

5 T04558 40 58 4204 : : :

5 | 708973 ag 13 47 08 Fc.>r multilevel regression modellng, we
- 200619 4494 =004 WI‘!I need to rgstructure this data set into
— a “person-period data set.” But, no
8 103658 4287 59.03 worries, because SPSS will basically do

9 10407 35.36 42.67 the work for us. For now, however,

10 710933 57.79 5860 while we work through t-tests and

11 711007 36 35 3533 ANOVAs, we’ll stay in this familiar

12 713355 2491 3742 territory.

13 113365 33454 4676

14 | 719436 ar93 aT81

15 | 719455 31.03 25.15 ~

alia ] [
A Data View “ariable Yiew :.-
— Spéé— i:.'rDDBSSDF i I’Ealléﬂl::."” il
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t-test Perspective

Standard errors come in many flavors, but at their core they are just special
standard deviations; they are standard deviations of sampling distributions.

The bigger the sample size, the smaller the standard deviation of the
sampling distribution, so we estimate standard errors by dividing our
observed standard deviations by the square root of our sample sizes. See
Unit 6 for a refresher. There are slight twists for different tests, and the

twist here is that we take into consideration the correlation.

n
5928

90
80 £
70

M.-:-.‘HE:

Y Us(s) + (3,)(8,) - 2/r(5)(5,)1/n

60
a0 9
404
30
20

10

Population
A
48.155

" Between Subjects

Significant 5001

PoFulatlon
Mean B

51.985 799

Population Population
Mean / rho sd

Mot significant 0

9.093

Percent Significant 1.000

{« Within Subjects

Simulate 5000 | Reset

M, - Mg
V(5005 + (5,)(s,) - 2 r(s.)(s))/n

48.03-51.88

Y/ [(927)(9.27) +(9.32)(9.32) - 2(0.81)(9.27)(9.32) ] / 5928

= =B _ 5151 d=3927 Critical valne= 196

0.07

Paired Samples Statistics
http://onlinestatbook.com/stat_sim/repeated _measures/index.html
Std. Errar
Mean I Std. Deviation hean Tak - . K th h this. H . .
Paird  READING IRT THETA ake some time to wor roug is. Here is a spo
1883 481548 5828 838109 10885 where the algebra can be insightful. For example,
READIMG IRT THETA we know that a large sample size is good. See how
1340 213844 Tias AEEli 12668 the samply goodness of the size works into the
Paired Samples Correlations equation.
— i Correlation | Sig. Not that when the correlation is zero, the entire -
air A . _
1558 & READING IRT 5998 000 2r(sx)(sy).ls zeroed out, and we end up with a run
THETA 1990 of-the-mill t-test.
Paired Samples Test
FPaired Differences
95% Confidence Interval ofthe
Difference
Std. Errar
Mean Std. Deviation Mean Lowwer Upper 1 df Sig. (2-tailed)
Fair1 READING |IET THETA
1988 - READING IRT -3.82979 G.8874z2 O76AT -3.97971 -3.67988 -50.080 2927 .0on
THETA 1850
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Paired Samples t-tests in SPSS

5] “Road Map From Nels88.sav [Datasetl] - SPSS Go to Analyze > Compare Means > Paired-Samples T Test...
Pis T Ein e Geb T TR s aaians TR liRRe o Select your first measure and assign it to the Variable 1
=H it & Bl Reports r B % column, and select your second measure and assign it to
HD Bazran Descriptive Statistics y s R the Variable 2 column (shown).

[ D | CompareNesns b | M Means... Click past when you are done, and run your syntax.
1 . 7 6_3_2.?90'_ QeneraIlLinea.r hocel b : One-Sample T Test..
= = Generalized Linear Models P | ol Independent-Samples T Test. .
2 673838 Mixed Models b Y. Pairec-Samples T Test. . II
3 673841 Correlate P | E Onedniay ANOVA. L
4 F04247 Regression » |
5 T04358 Loglinear ]
3 ’ 4 J | 1 1 . I "
L 708928 E:SS:Z - . EF] Paired-Samples T Test ﬁ
1 i 709619 SR
8 709658 Srale . F!aired- Eariables:. | Sl
Monparametric Tests ] Pait | ariable
9 110407 Time Series » 1 &7 READIN... READIM...
10 710933 S i ¥ READING IRT THETA 19, . 2 n/
11 711007 Muttiple Resporise b ‘T|
12 713355 Guality Cantral » .
13 713385 ROC Curee. | 3 |
14 719426 3793 3781 -
15 | 719455 21.03 2515 |_l;_"|
b | R i J
Dataview | varisbleview |
| |Paired-Samples T Test... S— |SPSS Proces: [T | Reset || — || I'_halp |

T-TEST PAIRS=READING88 WITH READING90 (PAIRED)
J/CRITERIA=CI(.9500)
IMISSING=ANALYSIS.
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Repeated Measures ANOVA in SPSS

ﬁ *Road h?ap From Mels88.sav [DataSet1] - SPSS Dat Go to Analyze > General Linear Model > Repeated Measures...
File Edit iew Data Transform | Analyze Graphs  Uilties Add-ons  ‘Window  Help Define your repeated measures factor(s): (1) Give it a
=H B e B R » B % name. (2) Note the number of levels (i.e., waves,

= v 3 3 {3 3 ”»
Mo |E3z7a0 Descriptive Statistios » |visible: 3 of 3 Vatisbles measures). (3) Add it. (4) Click “Define.
| D | 5 Cmpere Wieans ¢ | Build your ANOVA model. The structure of your within-
] i 623700 General Linear Maodel b EM Univariste... subjects variable(s) is all set up from the last dialogue
. o Generalized Linsar Models | B putivariste. ., box, so all you need to do it plug and play. Click “Paste”
2 673538 P b | B e pertac Hiomsares | | when you are done.
3 673841 Correlate r e PR ! (You may note that there is room to add good old between-subjects
4 04247 Fetie-sion b r - factors and covariates (i.e., continuous controls).
I . o R SR IR e 5 O S N ===~ PR —= B . M BN _
| E Repeated Measures Define Factor(s) ﬁ ﬁ Repeated Measures lﬁ
— : ; ; Within-Subjects - Variables
o Within-subject Factor Bame: & = (REGVRA0) | Model... I
1 |RasvRan | ~ READINGES(1) | Ccontrasts..
8| humber of Levels: 2] |2 | READINGE0(2) [ piie.
4|3 RaEvRI0(2) |m|

-
= Dptions... |

== R Between-Subjects Factor(s):

UG | — e
5=

| |Fep e | ICEESOr

&= | hd
T Covariates:
| Remave |
hd
4[ [Define H | Reset | I Cancel J | Help | 0k i | Reset I | Cancel || Help
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ANOVA Perspective

The syntax is fairly simple, and the output should be very GLM READING88 READING90
simple, but SPSS produces a crap load of distracting output. IWSFACTOR=R88vsR90 2 Simple
Much of the distracting output has to do with the sphericity

assumption, which you can read about in Chapter 13 of the MRS TRRD=ER TR

OnlineStatBook.Com. Of the umpteen tables, this is the only ICRITERIA=ALPHA(.05)
really important table, and still it’s cluttered with junk. It /WSDESIGN=R88vsR90.
should only be two lines:
Tests of Within-Subjects Effects I
higasure MEASURE 1 — ¥ Recall that the F statistic is the
=] Uim o g
Source Dyffpﬂuuares of Mean Sguare F Sid. Squa.re. of the t stat1s:t1c. The t
REgvsRY0 Sphericity Assumed 43473.809 1 43473.909 | 7502.047 o0 statistic from our paired

samples t-test was -50.08.
-50.082=2508.043

In ANOVA, the correlation gets
worked in through the mean
squares. (And, that’s all we
really need to know.)

We conducted a one-way within-subjects ANOVA to determine whether IRT scales As always with ANOVA, we
reading scores improved from 8" grade to 10" grade in the population of U.S. need to use planned contrasts,
school children of the late ’80s and early ’90s. We observe a statistically graphical plots, post hoc tests,
significant F value, F(1, 5927) = 2508.04, p < .001, partial n?= .28. A comparison and other options to get the
of means suggests that students on average improved 3.83 points from the 1988 juicy details.

8th grade reading test (M = 48.15 , SD = 8.38) to the 1990 10" grade reading test

(M =51.98, SD = 9.75).
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Regression Perspective

Model 1:
READINGL; = 3, + BWAVE; +¢&, +U,

This looks very much like the regression models with which we have been working all along the
way. The only differences are that now we have ij subscripts and a second error term. In the next
few slides, we will examine the two differences and their implications.

Note that the subscript issue is really just a picky detail, but | want to emphasize it in order to get us thinking about
cluster-observation data structure. In particular, we want to think about student-score data structures (aka, person-
period data structures) for our research question. For other research questions, we may want to think about
mother-child data structures or school-student data structures.

The magic of multilevel regression modeling happens in the complex error term: we have one error term for the
observation level and another error term for the cluster level. In our example, we will have student-level error and
score-level error. The key to parsing the error will be the unconditional model:

Model O:
READINGL; =, +&; +Uu

Or, equivalently:

READINGL; = (5, +u;) t¢;
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Regression Perspective: ij Subscripts

Model 1:
READINGL; = 3, + BWAVE; +¢&, +U,

We use ij subscripts to distinguish our observation-level variables from our cluster-level variables.
Observation-level variables get an ij subscript. Cluster-level variables get simply an i subscript.

In the problem at hand, we have scores (i.e., our observations) nested within students (i.e., our
clusters). However, the system we are going to develop is flexible enough to handle any two-level
nested structure. For example, we might have children (i.e., our observations) nested within
mothers (i.e., our clusters), or we might have students (i.e., our observations) nested within

schools (i.e., our clusters).

WAVE ; represents the value of the WAVE variable for the j* score of the i*" student. E.g., for the
2" score of the 896t student, WAVE = 1.

READINGL;; represents the value of the READINGL variable for the j*" score of the it" student. E.g.,
for the 2"dl score of the 896t student, READINGL = 61.

Model 2:
READINGL; = /3, + BWAVE; + 3,ASAN, + Z,BLACK, + B,LATINO, +¢, +u,

ASIAN; represents the value of the ASIAN variable for the it student. E.g., for the 896t" student,
ASIAN = 0. (Note that since this is a student-level variable, there is no need to attach it to a particular score.)
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Regression Perspective: ij Subscripts (More Examples)

This is a study in which we ask whether smarter mother’s have heavier newborns, controlling for length of gestation. We do not want to
ignore the fact that newborns are nested within mothers, because we have twins and other sibs in our study.

Model X:
BIRTHWEIGHT, = 3, + BMOMIQ + B,GESTATION; +¢&; +u,

MOMIQ, represents the value of the MOMIQ variable for the it" mother. E.g., for the 57t mother,
MOMIQ = 105.

GESTATION;; represents the value of the GESTATION variable for the jt child of the i*" mother.
E.g., for the 3 child of the 57t mother, GESTATION = 271.

This is a study in which we ask about the Black/White math achievement gap and whether it varies by the racial composition of schools.

Model Y:
MATH, = 3, + B,BLACK; + 3,BWRATIO, + 3 BLACKXBWRATIO, +¢&; +U

BLACK;; represents the value of the BLACK variable for the jth student of the ith school. E.g., for the
83rd student of the 5t school, BLACK = 1.

BWRATIO; represents the value of the BWRATIO variable for the it" SCHOOL. E.g., for the 5t
school, BWRATIO = 0.75.

Unit 19/Slide 25




Person-Period Data Set Structure

I Old Structure I

s . meTE— o i [k :
@ *Road Map From NelsES.sau__IPata = Editor QI—I&
s ] - ——

I File: Edit “iew Data Transform Analyze graphs' Litilitie= Add-gljs' Windowy Help

cHAE T 04 LBk A df ERF 309

J1:m 632780 wisible: 3 ot 3 Varisbles
| | D | READINGSS | READINGSO |
1| 632790 5115 70.06 -
2 GT3538 50 80 A4 16 il
A 673841 549 .26 44 79
4 04247 2835 3240
5 T045858 40 88 4204
B 705928 3513 4708
7 7096149 44 24 50.04
B 709658 4287 59.03
g 710407 3536 4267
10 710933 57.79 58.60
11 711007 36.35 3833
12 713355 24 81 37142
13 713365 3358 46.76
14 719436 3793 3781
15 719455 31.03 25.15 >
TEEN| I}
Data View | “arisble Yiew _
||| !SPSS Processnriareadﬂ | | | | |

2] “Road Map From Nels88.sav

I New Structure I

y s ik
Databetl] - .
= e e i D

File  Edit “ijew Data Iran_sfnrm Analyze Graphs Utities Add-ons iﬂindow Help

EHE @ o =HE A Hd BE0E T2

[1:1D 632790 \isible: 3 of 3 Variables
| D | Index1 | READINGL |
1 || 832790 1 5115 |4
2 632790 2 1006 [l
3 573838 1 50.90 i
4 573838 2 44.16
5 573841 1 59.26
6 6573841 2 4479 |
7 704247 1 78 35
8 704247 9 3240
g 704858 1 4088
10 704358 2 42.04
11 708928 1 38.13
12 708928 2 47.08
13 709619 1 44 24
14 709619 2 50.04
15 709658 1 4287 |+
| [ ]

Data Wiew | “ariakle Wiew '
| QSF‘SS Processaor is ready I_I_l_l_l_

A person-period data set has one time slice per row, but the rows are grouped by an identifying variable and distinguished within the
groups by an index variable. No information is lost when converting to person-period data sets.

Note that for most multilevel data, the cluster-observation data set structure is natural. Person-period data sets are the exception. For example, in a mother-child data
set, every child will have a mother ID and a child ID, or in a school-student data set, every student will have a school ID and a student ID.
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SPSS and Data Set Restructuring

B “Road Map From NelsB8.sav [DataSeti] - SPSS Data Editor

eSS )

Fie Edt Wiew

Transform Analyze Graphs Ulities Add-ons  Window  Help

B Restructure Data Wizard @

estructure Data Wizard - Step 2 o
R Data Wizard - Step 2 of 7

= 2 =] e A 2 . =
=B & EEI Define Yatiable Propsrties =i %20 Welcome to the Restructure Data Wizard! Variables to Cases: Number of Variable Groups
i 5 T Z
L] W copy Deta Properties.. |Wisible: G of 3 Yariables This wizard helps you to restructure your data from muttiple variables (columns) in a single case o groups of You have chosen to restructure selected variables into graups of related cases in the new file
] Atiribie BEADINGSO el e (el O s WElEE, B0 0 R e D o i €2 A group of related varisbles, called & varishle group, represents measurements on one variable
1 | 2 Define Detes. 7006 A @ e v:tlzbard rzplacesthe GUrE! SR ! i i (e G, (e e G (e B e Far example, the varishle may be width, If it is recorded in three separate measurements, sach one
L | Detine Mutipls Resporss Sets..: T '1 5 eannat be Undane. representing & different point in time--w, w2, and w3, then the data are arranged in & aroup of
2 : variahles
[= e
3 = ldertity Duplicate Cases. . 44.79 It there s mare than one vatiskle in the file often it is also recorded in a varisble group, for example
height, recorded in b, h2, and h3:
4 = St Cases. 2240 7] het do you went o do?
5 (E sor variables 4204 m i s e (O] Bestr re selected variables into cases|
B Transpose.. : [T == e e DI ED Use this when each case in yaur currert data has some Hovy many variable oroups da you wart 1o restructure?
5] e 47.08 B variables that you would like to rearrange into groups of
e ure...
= i 5004 related cases in the new data set ne (for example, el , w2, and wi)
Merge Files 13
8 B8 sooreoete 59.03 ] = () Restructure selected cases into varishles
9 42.67 e [EOET e | Use this when you have groups of relsted cases that you
¥ copy Datasst 5360 o] weant to resrrange o that data from esch group are
10 B # represented a5 & single case in the new data set.
=n >pit Elle.
" 3833
T [ Select Cages... P ) Transpose al data
&% wisight casas All cases will become variables and selected variables wil
13 B Sy 4576 become cases in the nevy data set. (Choosing this option Mg hen Ok Copeamp W TR R o T iR eeta
will endt the wizard, and the Transpose dislog will appesr.)
14 718436 3793 3781
18 719455 31.03 2515 -
<[ Dl
—
DAL A — = Back | [ Mext = ] [ Fnen | [ Cancl ] [ Help = Back l [ Mot = j | || cancel ] [ Help
Restructure.. |SPSS Processor is reacy| I
— = = ~—

Go to Data > Restructure
and SPSS will walk you
through all the steps.

- - —
EA] Restructure Data Wizard - Step 4 of 7

Variables to Cases: Create Index Variables

Inthe current data, values for & variable group appear in & sindle case in multiple variables. For example, 2
single case contains the values for wil, w2, and w3,

n the nev data, valugs for = varisble group will appesr in mutiple cases in & single variable. For example, there
will be three casss, one sach forwi, w2, and w3

Anindex is & new variable that identifies the group of new: cases thet was created from the origingl case. For
example, an index named "w" would have the values 1, 2, and 3

Hore miany inclex wariahles do you veant to create?

Use this when a variable group records the effects of a single
factor, trestmert or condtion.

one factor, treatment or condition

() hong.

Use thiz if index information is stored in one af the sets of variables
to be transposed.

[ smwek [ net= J[ rmen |

Cancel ] | he\p

|
Use this when a varisble group records the effects of mare than ]

& Restructure Data Wizard - Step 3 of 7

Variables to Cases: Select Variables

For each variable group you have inthe current data the restructured file will have one target variable.

Inthiz step, choose how to idertify case groups inthe restructured deta, and choose which variables belong with
each target variable,

Optionally, you can alzo choose variables to copy to the newe file as Fixed Variables.

Variables inthe Currert File:
# D

& READING IRT THETA,
& READING IRT THETA,

Case Group ldentification-

Use selected variable ~

|-» | wariable |yID ‘
s

~Variables to be Transposed - —

Target Variable! [READINGL ‘vJ

| & READING IRT THETA 1988 [READINGSS]
é’ READING IRT THETA 1990 [READINGS0]

= Back ][ Next > j| F

G e

L = —
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Regression Perspective: g; and u; Error Terms (Part | of Ill)

Now that we have one outcome, we can ask about the mean and variance of THE outcome.

Statistics M d l O . ot Quite Righ However, we know that there is a multilevel
ode . S structure to our data and, consequently, to
EEADIMGL, our outcome. We know that a portion of the
I Yalid 11856 READINGL = ﬂO + £ variation in scores is attributable to the fact
Missing 0 that some students are better readers than
other students. We also know that a portion
Mean a0 e s . .
vari of the variation in scores is attributable to
Arlance 96 the fact that students improved from the 8t"
grade to the 10t grade. In other words, we
Model Summary have person-level variation and period-level
Adjusted R, Std. Errar of the S g
Model = R Square S Eatimiote variation. In still .otf.Ier words, we have
student-level variation and score-level
2 o 000 om el variation (where “score” refers to the
a. Predictors: (Constant) differing scores for each student depending
ANOVA® on wave).
Model Sum of Squares df Mean Square / Sig.
0 Regression 0 0 0 0 1.008 Mode l O . That’s Right!
[}
Residual 1023643.544 11855 86.34
Total 1023643.544 11855 READI NGL —_ 18 + & +U
a. Predictors: (Constant) IJ O IJ I
b. Dependent Variable: READING L
Coefficients? Eij I:epresents th?
—tandardieed residual for the jth
Unstandardized Coefficients Cosfficients 85% Confidence Interval for B score of the ith
Model B Std. Error Beta t Sig. Lower Bound | Upper Bound student over and
o (Constant) 50.070) 08534 586.703 .000) 49902 50.237] above u;, which

a. Dependent Variable: READING L

represents the residual
for the ith student.
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Regression Perspective: g;; and u; Error Terms (Part Il of 1ll)

Statistics
READIMNGL
M Walid 11856
Mizsing 0
Mean a0
Yariance a5

I_I

| 86.4-=247+61.7 |

Command SPSS to fit an intercept-only model (i.e., unconditional model)
that takes into consideration the multilevel structure of the data.

/

I Specify your outcome variable.

MIXED READINGL

/PRINT=SOLUTION

I Specify your clustering variable.

/RANDOM INTERCEPT | SUBJECT(ID).

We are now touching on the distinction between random effects and
fixed effects in the general linear model. Up until now, we have only
dealt with fixed effects models. Now, we are dealing with a mixed
model: part fixed, part random. But, let’s save a deep discussion of
random effects for another day. (We are in deep enough already!)

Estimates of Fixed Effects®

Paramet

95% Confidence Interval

Model O;

ar Estimate Std. Error df 1 Sig. Lower Bound | Upper Bound
Intercept | 50069454 111743 a927.000 448.077 .ann 49 350397 a0.2885711
a. DependentYariable: READINGL. —
READINGL; = B, +¢; +u
Estimates of Covariance Parameters=
Parameter I Estimate atd. Error Equivalent, “Random Intercepts” Model:
Fesidual 24 BR4534 A53037
Intercept [subject=10]  Variance 1 BETRST | 13784449

a. DependentVariahle: READIMNGL.

READINGL; = (4, + l:I) + &

Unit 19/Slide 29




Regression Perspective: g; and u; Error Terms (Part Il of Il)

The intraclass correlation is the proportion of total variance attributable to the cluster level. When the intraclass
correlation is extremely high, all the observations within each cluster are basically the same with respect to the
outcome variable. When the intraclass correlation is extremely low, observations within each cluster are clustered
together in name only since nothing is tying together their outcome values.

o’ =617 =StudentLevelVariancél.e. BetweenStudenVariance
o’ =24.7 =Score LevelVariancgl.e.,Within- StudenVariance)

2
Oy BL0 = 71=Intraclas€orrelatio

o2 +0? 247+617

Whereas the t-test and ANOVA uses the Pearson correlation, MOdEl O:
regression uses the intraclass correlation to account for the non-
independence (i.e., clustering) of observations. = g _
READINGL; = B, +¢, +Uu,
Estimates of Covariance Parameters®
Paramefer Estirmate Std. Errar
Fesidual 24 664534 AL3037

Intercept [subject=10]  Variance 1 BETRST | 13784449

a. DependentVariahle: READIMNGL.
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7?? Guessing Intraclass Correlations ???

In studies of students nested within schools, what is the intraclass correlation?
The answer is going to depend on our outcome. Reading scores? Emotional
disorders? Community service? Self esteem? Locus of control? For giggles,
suppose that our outcome has to do with school clothing, and our data include
students clustered within schools. Below are two school-clothing studies, each
with its own data set. Which of the two data sets will have the higher
intraclass correlation?

Study 1 Study 2

Unit 19/Slide 31



Regression Perspective: Fitting Our Final Model

Command SPSS to fit a model (i.e., conditional model) that takes into
Model 1 . consideration the multilevel structure of the data.

READI NGLij =[5, + 181WAVEij +& +Uu MIXED READINGL WITH WAVE

/PRINT=SOLUTION
. /[FIXED=WAVE <«
Specify your

Estimates of Covariance Parameters®

predictor variable(s). /RANDOM INTERCEPT | SUBJECT(ID).

Earameter Estimate Stol. Error
Residual 17.333803 | 318413
Intercept [subject=10]  Variance 53532023 | 1.268099

a. Dependent Wariahle: READIMGL.

We can use all our

Estimates of Fixed Effects® MR modeling skills
P — — (controlling,
Paramet _ | e interacting, and
gt Estirnate Std. Error df t =i, Lower Bound | Upper Bound taxonomizing) to
Intercept | 48154888 | 118104 | 7296199 | 407731 .00o 47923040 48.386076 . . .
build this simple,
WWAVE 3.820793 | 07A473 | 5927.000 | S0.080 000 3.679878 3.079707 ne-predictor
a. Dependent Variable: READINGL. onhe-predicto

model into a fully-
fledged multiple

READINGL = 48.2 + 38WAVE regression model.

Interpret your fitted multilevel regression model as you would interpret any fitted regression model. But,
do so with more confidence because you have not ignored the independence assumption!

You may note that estimated difference between waves 0 and 1 and the associated standard error and t-
value is identical to those from the paired samples t-test. We have come back full circle.
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Regression Perspective: Presenting Our Final Model

Table 19.1. Fitted multilevel model describing the
relationship between a student’s IRT scaled reading
score and the wave in which the student took the
test, where WAVE=0 was the 8% grade (1988) and
WAVE=1 was the 10%™ grade (1990) (n students =

5928, n waves = 2).

We present and interpret our final model just as we would any
regression model, except we include our unconditional model
(i.e., intercept-only model) as a baseline. From this baseline, we
can compare cluster-level variances and observation-level
variances.

Model
MO M1
Intercept 50 1%== 4Q DEE%
WAVE 3 gE==
o, 61.7 654
Pseudo —RL? 0.00
o 247 173
Pseudo —Rj 0.30

conditionlas? 173
PseudoR =1- £ =1-——=030
R unconditioalo” 247
PseudoR® =1- SelE) o 1-95%_pject

unconditinalg’ 617

Key: *p<05; ** p=01; *** p=001

On average, in the population, students
improve 3.8 points on the IRT scaled reading
test from the 8t" grade to the 10" grade.
Based on a pseudo-R? statistic of 0.30, WAVE
predicts 30% of the within-student variation
in IRT scales reading scores.

The pseudo-R? statistic is a nice (but sometimes flawed) way to
describe the goodness of fit. The true R? statistic in the OLS
regression to which we are accustomed describes the proportion
of variance in the outcome that is predicted by the predictor(s).
Now that there are two variances associated with the outcome, we
want two R? statistics, one for each type of variation—cluster-level
variation (i.e., between-cluster variation) and observation-level
variation (i.e., within-cluster variation). However, we are no
longer doing ordinary least squared regression (OLS). Instead of
fitting our model based on the least sum of squares, we are fitting
our model based on the least -2 log likelihood. Therefore, our R?
statistic is not a true R? statistic but a pseudo-R? statistic. In a
multilevel model, the pseudo-R? statistic is prone to breaking
down when we include only cluster-level variables or only
observation-level variables.
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Regression: Exploratory Data Analysis and Assumption Checking

Hitherto, we have neglect the crucial book ends to regression modeling, exploratory data analysis
and assumption checking. We can (and should!) use all the tools that we have learned in these
regards, but twice over. Because we have two levels (the cluster-level and the observation-level),
we want to explore each level and check the residuals association with each level.

Exploratory Data Analysis

o SPLASH, DOLMAS and ABORT for the cluster-
level data. Use the mean observation for each

cluster.

«SPLASH, DOLMAS and ABORT for the
observation-level data. Use each observation,
but subtract away the mean observation from
its respective cluster.

Assumption Checking

« Examine RVF plots using residuals from the
cluster level, u..

«Examine RVF plots using residuals from the
observation level, ;.

*Obtaining mean observations for each cluster.

*Obtaining observations minus cluster mean.

This is not finished, but for now, you can find
the SPSS code in this article:

http://www.upa.pdx.edu/IOA/newsom/mlrclass/ho cent

ering%20in%20SPSS.pdf

*Obtaining cluster-level residuals.

*Obtaining observation-level residuals.

This is not finished, but for now, you can find
the SPSS code in this article:

http://www.cmm.bristol.ac.uk/learning-
training/multilevel-m-software/reviewspss.pdf
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t-tests, ANOVAs, Regressions, Oh My!

Question: If t-tests, ANOVAs and regressions yield identical results, why ever choose
the complex ANOVA or the even more complex regression over the simple t-test?

Answer: FLEXIBILITY

t-test | ANOVA | Regression
Once Repeated M easures Yes Yes Yes
Multiply Repeated M easures No Yes Yes
Categorical Predictor
. €go Ca ed. s . No Yes Yes
(with or without interactions)
Continuous Predictors
. . : No Yes Yes
(without inter actions) There are an infinite number
] ] of error structures that we
Continuous Predictors NO NO Yes can specify in multilevel
(With inter actions) regression modeling, and we
touched on the most basic.
Any Cluster-Obser vation Data Consider scores nested within
- | students nested within
or children within mothers) within schools.

Multilevel regression modeling is known by many names, including “mixed modeling,” “nested
modeling” and “hierarchical linear modeling (HLM).” Unfortunately, “HLM” is not only the acronym
for hierarchical linear modeling, but it is also the name of proprietary software. You can use HLM
(the proprietary software) to do HLM, but you can do HLM in most software packages, including SPSS.
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